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Homework 7

李肖鹏 (116010114)

Due date: April 23, 12 p.m., 2019

Problem 1.

• Formulate the constraint t ≥ ∥x∥2 as a second order cone constraint.

Consider the following relation,∥∥∥∥∥
(

t−1
2
#»x

)∥∥∥∥∥
2

≤ t+ 1

2
⇐⇒ (t− 1)2

4
+ ∥ #»x∥2 ≤ (t+ 1)2

4

⇐⇒ ∥ #»x∥2 ≤ t

Thus, the constraint t ≥ ∥x∥2 is equivalent to

∥∥∥∥∥
(

t−1
2
#»x

)∥∥∥∥∥
2

≤ t+ 1

2
⇐⇒


t+1
2

t−1
2
#»x

 ∈ SOC (n+ 2)

where n is the dimension of #»x .

• Formulate the constraint ts ≥ ∥x∥2, t ≥ 0, s ≥ 0 as a second order cone constraint.

Consider the following relation,∥∥∥∥∥
(

t−s
2
#»x

)∥∥∥∥∥
2

≤ t+ s

2
⇐⇒ (t− s)2

4
+ ∥ #»x∥2 ≤ (t+ s)2

4

⇐⇒ ∥ #»x∥2 ≤ ts

Thus, the constraint ts ≥ ∥x∥2 is equivalent to

∥∥∥∥∥
(

t−s
2
#»x

)∥∥∥∥∥
2

≤ t+ s

2
⇐⇒


t+s
2

t−s
2
#»x

 ∈ SOC (n+ 2)

where n is the dimension of #»x .

• Formulate the second order cone constraint t ≥ ∥x∥ as an SDP constraint. (Hint: Use the
Schur complement lemma)
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Consider the following relation,

t ≥ ∥x∥ ⇐⇒

[
t #»xT

#»x tI

]
=

[
A BT

B C

]
⪰ 0

The relation is obviously true when t > 0, because if t > 0, then C ≻ 0, so we can apply Schur
complement lemma, which shows that[

t #»xT

#»x tI

]
⪰ 0 ⇐⇒ t− #»xTt−1 #»x ≥ 0 ⇐⇒ t ≥ ∥x∥

However, when t = 0, Schur complement lemma cannot be applied, but it suffices to show that
∥ #»x∥ = 0 if and only if [

0 #»xT

#»x 0

]
⪰ 0

Take any vector #»z ∈ Rn+1 with #»z = (u0 ∈ R, #»u ∈ Rn)T, consider

#»z T

[
0 #»xT

#»x 0

]
#»z = 2u0

#»uT #»x ≥ 0

Since u0
#»uT #»x ≥ 0 holds for any u0,

#»u , take u0 = 1, #»u = − #»x , we have ∥ #»x∥ ≤ 0, which implies
that ∥ #»x∥ = 0. Conversely, if ∥ #»x∥ = 0, then #»x =

#»
0 , thus what we need to prove is trivial

because zero matrix is always PSD.

If t < 0 then t ≥ ∥ #»x∥2 is not true, and at the same time,[
t #»xT

#»x tI

]
≺ 0

In conclusion, the equivalence is proved.

Problem 2.

• Formulate the following minimization problem as SDP,

min
x

x6 + 2x5 + 3x4 + 4x3 + 5x2 + 6x

and solve the problem numerically using CVX.

The SDP formulation is as follows,

max
t

t

s.t. − t = Z11

6 = Z12 + Z21

5 = Z13 + Z22 + Z31

4 = Z14 + Z23 + Z32 + Z41

3 = Z24 + Z33 + Z42

2 = Z34 + Z43

Z44 = 1

Z ∈ S4×4
+
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The CVX code is as follows,

CVX Code

The optimal value of t is t∗ = −3, which shows that the minimum value of the original
polynomial is −3.

• Formulate the following problem by SOCP,

min
#»x

m∑
i=1

1/( #»a T
i

#»x − bi)

s.t. ∥x∥ ≤ 1

where we assume that { #»x | ∥ #»x∥ ≤ 1} ⊂ { #»x | #»a T
i

#»x > bi, i = 1, 2, . . . ,m}.

The above problem can be reformulated (by change of variable and relaxation) into

min
#»x

m∑
i=1

ti

s.t. ∥ #»x∥ ≤ 1

#»a T
i

#»x − bi = ui ∀ i = 1, 2, . . . ,m

ui · ti ≥ 1 ∀ i = 1, 2, . . . ,m

For the first constraint, use the first part of Problem 1 with t = 1, we have

∥ #»x∥ ≤ 1 ⇐⇒

(
1
#»x

)
∈ SOC (n+ 1)

For the second constraint, it is linear, so keep it unchanged. For the third constraint, use the
second part of Problem 1 with #»x = 1 (the #»x in that part, not the #»x here), we have

ui · ti ≥ 1 ⇐⇒


ui+ti

2
ui−ti

2

1

 ∈ SOC (3) ∀ i = 1, 2, . . . ,m
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Thus, the SOCP formulation of original problem is

min
#»x ,ui,ti

m∑
i=1

ti

s.t. #»a T
i

#»x − bi = ui ∀ i = 1, 2, . . . ,m(
1
#»x

)
∈ SOC (n+ 1),


ui+ti

2
ui−ti

2

1

 ∈ SOC (3) ∀ i = 1, 2, . . . ,m

4


